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ABSTRACT1 
The present article aims to discuss how governments have turned 
to biometric technologies to fight the spread of COVID-19, mainly 
through the adoption of facial recognition technologies, and the 
risks to people’s privacy of inadequate measures to protect their 
personal data. We have identified seven systems from different 
countries (i.e., China, France, Israel, Poland, Singapore, South 
Korea, and Russia) that present some form of facial recognition 
during their operation and pointed out their functionalities and 
released information on safeguards for data protection. The data 
collected so far has shown that, in most countries, the necessary 
safeguards to protect people’s privacy and their personal data in 
the short-term and long-term, are not receiving sufficient 
considerations. 
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1. INTRODUCTION 
There has been an increase in the adoption of biometric 
technologies in the last decades, from both the public and the 
private sectors, and for the most varied finalities. 

These technologies are distinguished by the use of personal 
traits to identify a person or authenticate a transaction performed 
by a specific person, based on physical (e.g., face, fingerprints, iris, 
and hand geometry) or behavioral (e.g., signature, gait, and 
keystroke dynamics) individual characteristics, which can be 
considered permanent and unique identifiers through the 
transformation of these characteristics into digital codes to be 
read by a machine [5],[26],[29]. 

Numerous applications can benefit from the use of biometric 
data [18]. Hereupon, biometrics can be used to secure elections 
[16],[17], provide border security [19],[28], and legal identity [2], 
among other applications. Concerning the lack of legal identity, 
which affects more than 1.1 billion people [33], the deployment of 
biometric identity systems can contribute to solve the issue, and 
consequently pursue the UN’s 2030 SDGs (i.e., Goal 16). 

Since the outbreak of the COVID-19 pandemic, the adoption or 
development of digital systems in order to control the spread of 
the infection, such as contact management software (e.g., the 
WHO-provided Go.Data2) and to track persons that may have 
been in contact with the virus (e.g., mobile contact tracing 
applications), has attracted the attention of the public 
administration, private enterprises, and research institutions 
around the world. 

In this context, biometric systems stand out as a critical 
technology for early detection, patient screening, and public 
safety monitoring [1]. Many of these novel systems developed to 
control the spread of infectious diseases have incorporated 
biometric technologies, such as facial recognition access control 

 
 
 
 
 
 
 
 
 
 
 
2 https://www.who.int/godata 
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systems that can check people’s temperature and identification 
systems that recognize people even if they are wearing protective 
masks [24], mostly together with artificial intelligence and 
machine learning technologies. Also, ideas of digital immunity 
passports, certificates, and applications have been discussed lately 
among strategies on how to exit from global lockdowns [27],[31]. 

Most of the deployed systems are based on personal data, such 
as individual characteristics, mobile phone records, geolocation, 
and proximity data, and sometimes even sensitive personal data, 
as personal health records. 

Amid the COVID-19 pandemic, many governments started 
turning to facial recognition technologies to fight the spread of 
the infection by tracking quarantine evaders or measuring 
elevated temperatures of potentially infected individuals in 
crowds. 

However, as government surveillance swiftly becomes the 
norm and facial recognition technology stalks the streets, a quick 
assessment of some of the proposed solutions started raising 
concerns on how compliant with the individual right to privacy 
these systems are. 

We can expect that many of these often invasive technological 
powers to be de-escalated when the threat of COVID-19 is over or 
even will stop to be useful, but some will likely be maintained, 
enhanced, and reoriented to other purposes, if not faced with 
proper regulation. 

This context shows that, in most cases, the urge to make these 
tools available may not have been accompanied by the proper data 
protection risks assessment, without which it is difficult to know 
if they are not equipped with adequate safeguards to protect 
privacy, presenting the potential to violate an individual’s privacy 
and data protection rights [18],[20],[32]. 

The present work aims to evaluate the context some of the 
identified digital systems were developed, focusing on their 
adoption of facial recognition technologies and their concern with 
personal data protection. 

The remainder of this article is organized as follows: Section 2 
presents the adopted approach to select the systems and a brief 
overview of their functionalities and privacy issues. Section 3 
presents concluding remarks and a perspective of further works. 

2. APPROACH AND RESULTS 
Concerning the prevention and control of the COVID-19 
pandemic, different systems have been made available for various 
purposes, such as for digital contact tracing, quarantine and social 
distancing, big data analytics, and hot spot mapping. 

This work focuses on digital systems made available or adopted 
by governments, and that includes some form of facial recognition 
technology. Data was collected from public sources online during 
June 2020, and the systems are presented by countries. 

Although so far it was possible to identify seven systems from 
different countries (i.e., China, France, Israel, Poland, Singapore, 
South Korea, and Russia), due to space limitations, in this paper, 
only three are described. 

The following sections present a brief description of how the 
selected systems work and their functionalities, and information 
on the existence of privacy policy existence, disclosure of data 

processing purposes, identification of the legal framework 
allowing the system, or other relevant information on privacy 
protection. 

The Human Rights Watch, along with numerous other 
organizations, published a joint statement, indicating some 
conditions that technology-assisted measures to fight the COVID-
19 pandemic should present, in order to respect human rights [13]: 

• Be lawful, necessary, proportionate, transparent, and 
justified by legitimate public health objectives 

• Be time-bound and only continue for as long as 
necessary to address the pandemic 

• Be limited in scope and purpose, used only for the 
purposes of responding to the pandemic 

• Ensure sufficient security of any personal data that is 
collected 

• Mitigate any risk of enabling discrimination or other 
rights abuses against marginalized populations 

• Be transparent about any data-sharing agreements with 
other public or private sector entities 

• Incorporate protections and safeguards against abusive 
surveillance and give people access to effective remedies 

• Provide for free, active, and meaningful participation of 
relevant stakeholders in data collection efforts 

In this work, we will use these conditions to evaluate the 
selected digital systems on the existence of adequate safeguards 
for privacy protection. 

2.1. China 
In China, a set of applications named “Health Code Apps” were 
developed by private companies and adopted by authorities in 
cities and provinces across China. Their operation is based on an 
established tradition of population surveillance and control [6]. 

After installing the application, the user must fill in their 
personal information, including their ID number, residence 
address, and information on whether they have been with people 
carrying the virus, and symptoms they may be presenting. Based 
on that information, the app displays one of three colors: green 
means the user can go anywhere, yellow and red mean seven and 
14 days of quarantine, respectively. There are reports that the app 
also collects and shares with law enforcement authorities people’s 
location data without their consent. 

The color determined by the application has a far-reaching 
impact on its hundreds of million users, as the local authorities 
across the country require people to show their app when they 
use public transportation, go shopping, or move across residential 
areas and the subway. Citizen’s capability to move, work, and 
even obtain basic goods and medical assistance is dependent on 
the app’s color scheme. Some residential area’s access control 
systems are based on facial recognition technology, giving 
permission only those people with green code to enter, indicating 
that these systems are linked [23]. 

The Zhejiang provincial government – the first to adopt this 
type of application – has promulgated a set of standards for the 
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app, outlining broad and ambiguous categorization criteria. 
However, it is not clear how the companies involved in the 
development of the apps designed them and which criteria are 
considered for categorizing people. Other local governments have 
been authorized to establish their own rules for implementing 
these criteria in their districts. Without further insight into the 
app’s inner workings, it is hard for people to make sense of the 
color they are assigned, or what circumstances might trigger a 
change in color [4]. 

2.2. Russia 
In Russia’s capital, Moscow, a mobile application named “Social 
Monitoring” was developed to track coronavirus patients’ 
movement. All patients ordered to quarantine at their homes are 
obliged to install the app. It follows an issued decree stipulating 
that anyone, including children, displaying symptoms of 
respiratory disease should, just like those who have tested positive 
for Covid-19, undergo a two-week self-quarantine period [14]. 
The app requests all kinds of permissions possible, including 
access to the user’s call records, camera, storage, location data, 
network information, and sensors [25]. The users are also 
requested to provide selfies to prove they are at home, through 
notifications sent at random times, which, in addition to the 
implementation of one of the world’s largest surveillance camera 
systems provided with facial recognition technology, are being 
used by authorities for law enforcement purposes, as well as the 
tracking of foreign nationals under observation for coronavirus, 
ensuring that everyone placed under self-quarantine stays off the 
streets, and the identification of individuals attending rallies and 
protests [12],[15]. Although not disclosing information on the 
processing of personal data and the adopted safeguards for its 
protection, Russia’s legal system has dismissed lawsuits alleging 
that it violates individuals’ privacy rights [22]. 

2.3. France 
Although it was one of the hardest-hit countries in overall 
infections and deaths related to COVID-193, which resulted in one 
of the most rigorous lockdowns in Europe, France adopted one of 
the least invasive biometric systems to control the easing of 
restrictions. 

Video surveillance systems were equipped with artificial 
intelligence algorithms in the public transport in Paris, and in 
outdoor markets and buses in Cannes, to allow the identification 
of persons wearing masks and their adherence to social distancing 
measures [3]. 

However, the objective of these systems is not to perform 
digital surveillance over the citizens, but to aggregate anonymous 
statistics on how many people are wearing masks on different 
regions, in order to better distribute protective gear, such as masks 
and hand sanitizers, and provide more testing, helping authorities 
anticipate future outbreaks of COVID-19 [11]. 

The system works locally, not sending data to any centralized 
server. It provides authorities with statistics generated every 15 

 
3 https://covid19.who.int/ 

minutes, which can only have access to a dashboard that displays 
the proportion of people with masks [30]. 

The company responsible for the system development 
discloses its confidentiality policy, pointing out the purposes of 
the data processing and other relevant information on privacy and 
personal data protection4. 

3. CONCLUSION AND FURTHER WORK 
Since the beginning of the COVID-19 pandemic, many digital 
tools have been suggested to rapidly expand bodily and health 
surveillance systems under public health guise. In various 
countries, the development and deployment of such tools have 
been accompanied by temporary legal frameworks designed to 
support its adoption until a legislative framework is developed. 

However, there are growing concerns that when COVID-19 
has passed, data gleaned from these digital systems could be 
misused. The lack of adequate regulations does not provide the 
certainty that governments will restrict their measures, 
particularly where there is no specific legislation establishing the 
rules on the processing, storing, or discarding the collected data. 

The data collected so far has shown that, in most countries, it 
is not clear that sufficient considerations are being given to the 
safeguards necessary to protect people and their data in the short-
term and long-term. The information available on the analyzed 
systems does not clarify which measures are being considered to 
guarantee the personal data collected is used only to address the 
spread of Covid-19 and not for additional law enforcement and 
national security purposes, and do not provide assurance that 
risks assessments were adopted. 

Also, many countries have collaborated directly with private 
companies to developed digital solutions according to their 
requirements, without the supervision of legislative institutions 
and in the absence of public discussion, not showing how these 
systems meet even the most basic thresholds of legality, 
proportionality, accountability, necessity, legitimacy, or 
safeguarding. 

In order to mitigate these risks, the European Commission 
went ahead and edited guidelines for apps supporting the fight 
against COVID-19 pandemic in relation to data protection [7],[8]. 
At the same time, the European Data Protection Board (EDPB) 
published some guidelines on the use of location data, contact 
tracing tools, and the processing of personal data [9],[10]. These 
documents provide valuable insights for facial recognition 
systems as well since they enumerate applicable data protection 
principles and recommendations for this emergency period. 

Despite that, in future works, we intend to compare the 
identified systems with the governance framework for the 
adoption of facial recognition technologies proposed by  [21]. We 
will keep an updated record of new available systems and identify 
further characteristics, such as the existence of privacy policies, 
information on data controllers, disclosure of purposes on the use 
of personal data, and the existence of specific legislation 
authorizing the use of such systems. 

4 https://www.datakalab.com/detection-de-masque 
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